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Problem 1 (20 points)

Let X ∼ N3(0,Σ), where the covariance matrix is given by

Σ =




1 0 0
0 2 1
0 1 2



 .

1. (10 pts) What is the PCA transformation Z of X in this case?
We could compute the eigenvalues and eigenvectors of Σ using the usual procedure.
In this case we can be a bit quicker. Note that there is one eigenvactor u3 := (1, 0, 0)
with eigenvalue 1. All other eigenvectors are of the form (0, ∗, ∗) so enough to check
the eigenvectors of the lower 2× 2 submatrix. We have

det(


2− λ 1
1 2− λ


) = 0 if and only if λ = 1, 3.

The associated eigenvectors are u2 := 1√
2
(0, 1,−1), u1 := 1√

2
(0, 1, 1) respectively.

So the transformation is Z = U⊤X where U has columns u1,u2,u3.

2. (10 pts) Find the distribution of Z.
Since Σ = UΛUT , the distribution of Z is N3(0, diag(3, 1, 1)).



Problem 2 (20 points)

Consider the random vector X = (X1, X2), where X is uniformly distributed on the unit
disk in R2, i.e., the probability density function of X is

f(x1, x2) =


1
π
, if x2

1 + x2
2 ≤ 1,

0, otherwise.

Answer the following questions.

1. (6 pts) Argue whether X follows spherical distribution.
Yes. Since Z is uniformly distributed on the unit disk, its distribution is rota-
tionally invariant, which means it follows the spherical distribution. Alternatively,
one can also argue from the PDF that, the PDF of Z only depends on the norm
of X =


X2

1 +X2
2 , Specifically, f(x1, x2) is constant on the unit disk and zero

elsewhere.

2. (6 pts) Determine which of the following vectors follow the same distribution as Z:

Y1 =


X2

X1


, Y2 =


−X1

X2


, Y3 =

√
3
2
X1 − 1

2
X2

1
2
X1 +

√
3
2
X2


.

Choose from the following options and justify your answer:

A. only Y2.

B. only Y1 and Y2.

C. only Y2 and Y3.

D. All of them.
D, all of them. Since Z follows spherical distribution, it is invariant under permu-
tation, reflection and rotation, which corresponds to Y1, Y2 and Y3 respectively.

3. (8 pts) True or False (no need to provide justifications):

T / F: X1, X2 have the same distribution.

T / F: X1, X2 are independent.

T / F: X1 ∼ U [−1, 1].

T / F: The copula of X1 and X2 is C(u, v) = uv.
T,F,F,F. Note that the copula is uv if and only if the variables are independent.



Problem 3 (20 points)

Consider a vector X = (X1, X2) whose distribution is a mixture of two Gaussian distri-
butions with parameters: π1 = 0.7, π2 = 0.3 and

µ1 = (1, 2), Σ1 =


1 0
0 1


; µ2 = (0, 0), Σ2 =


4 0
0 4


.

1. (10 pts) Suppose we get a i.i.d. sample of size 5 from the Bernoulli distribution
with parameter 0.3 (probability of 1) and the sample is (1, 1, 0, 1, 0) suppose we also
have an i.i.d. sample from the bivariate standard normal:


0.04
1.31


,


0.98
0.88


,


0.48
0.97


,


−0.81
0.28


,


−0.16
1.94


.

Without any explicit calculations, explain how you can use it to get a sample from
the given mixture distribution.
Remember how observations from a Gaussian Mixture model can be generated. We
have a binary latent variable with P(Z = 0) = π1, P(Z = 1) = π2. Then we first
generate Z and then if Z = 0, we generate an observation from the first Gaussian
component and if Z = 1 we generate from the second Gaussian component. In this
question the sample (1, 1, 0, 1, 0) gives us a random sample of the latent variable.
So for example to generate the first sample from the Gaussian mixture model we
need to sample from the second Gaussian component. The sample (0.04, 1.31) is
from N2(0, I2). To make it into the sample from the second component, we simply
need to multiply it by 2 - obtaining (0.08, 2.32). We continue like this - whenever
we see zero, we produce a sample from the first Gaussian by adding to the cor-
responding 2d vector (1, 2). Whenever we see one we produce a sample from the
second Gaussian by multiplying the corresponding 2D vector by 2.

2. (10 pts) Compute E(X2
1 ).

This follows by very standard arguments: First, E(X2
1 ) = π1E(X2

1 |z = 1) +
π2E(X2

1 |z = 2). Second, E(X2
1 |z = 1) = var(X1|z = 1) + E(X1|z = 1)2. We

have E(X2
1 ) = 0.7 · (1 + 12) + 0.3 · (4 + 02) = 2.6
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